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ABSTRACT  

Data release is essential in supporting data analytics and secondary data 

analyses. However, data curators need to ensure the released datasets preserve 

data subjects’ privacy and retain analytical utility. Data privacy is achieved 

through the anonymisation of datasets before release. The risk of disclosure 

posed to the dataset should inform the level of anonymisation to be undertaken. 

As anonymisation achieves data privacy, it reduces the analytical utility of the 

dataset by introducing alterations to the original data values. Therefore, data 

curators require an appropriate estimate of the dataset’s identity disclosure risk 

to inform the required anonymisation that balances privacy and utility. The 

disclosure risk varies from one geographical region to another due to varying 

enabling factors. This paper assesses the disclosure risk and the enabling 

factors in an environment lacking identified datasets in the public domain. This 

study used a quasi-experimental design in carrying out an empirical identity 

disclosure test, where respondents were given an anonymised dataset and were 

required to disclose the identity of any of the records. The findings were that 

background knowledge of the released datasets was the primary enabler in the 

absence of identified datasets. Respondents could only disclose records in the 

dataset they had familiarity with. However, the disclosure risk was within an 

acceptable threshold. Therefore, the study concluded that in an environment 

lacking identified datasets in the public domain, reasonable anonymisation 

could achieve a balance of privacy and utility in datasets. The findings justify 

private data release able to support data analytics and secondary data analyses 

in environments lacking identified datasets in the public domain. 
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INTRODUCTION 

The demand for sharing data for analytical purposes 

has continued to grow (Bandara et al., 2020; Templ 

et al., 2015). Data release for data analytics is an 

important aspect that is considered an enabler of 

unlocking the potential presented by the Big Data 

phenomena (Schroeck et al., 2012). Data analytics 

turns Big Data into a source of hindsight, insight, 

and foresight, which is crucial in an information-

driven economy. The data release is also a fertile 

platform for breeding innovations (Nelson, 2015) 

and many more benefits (El Emam, Buckeridge, et 

al., 2011). The demand for secondary data analysis 

has also increased (Johnston, 2014; Wickham, 

2019), raising the need for data release. The hurdle 

in realising data release by data curators is how to 

safeguard privacy and still retain analytical data 

utility.  

Analytical data utility is viewed in terms of data 

accuracy and closeness to the original dataset 

(Domingo-ferrer et al., 2017; Reiter, 2015). The 

lesser the alterations are done to the dataset, the 

more the data utility is retained. However, high data 

accuracy raises the probability of data subjects 

being disclosed by an adversary (Antoniou et al., 

2022). High data accuracy, i.e., data utility, 

threatens data privacy. Data privacy is achieved if 

the released data cannot be associated with high 

confidence with the individual subject. Data privacy 

is achieved through data anonymisation. There are 

many anonymisation techniques (Bandara et al., 

2020; Domingo-ferrer et al., 2017), but they all 

involve some alterations of the original data, 

thereby affecting the data accuracy, hence reducing 

the data utility (Asikis & Pournaras, 2020; 

Domingo-ferrer et al., 2017; Erdélyi et al., 2018). 

Datasets with very high levels of privacy tend to 

have very low data utility (Asikis & Pournaras, 

2020). Therefore, there is a need to strike a balance 

and tradeoff between data privacy and utility 

(Domingo-ferrer et al., 2017).  

Anonymisation and Disclosure Risk 

Releasing de-identified datasets thought to be 

anonymous has been shown to cause privacy 

breaches in some cases. Scenarios where 

adversaries have successfully re-identified record(s) 

from released datasets, assumed to be anonymous, 

have been documented (Li et al., 2007; 

Machanavajjhala et al., 2006; Sweeny, 2002). The 

disclosures may be a pointer to anonymisation that 

may have underestimated the risk of disclosure 

posed by the adversaries. On the other hand, 

overestimating the risk leads to more strict 

anonymisation, which erodes data utility (El Emam 

et al., 2009; Garfinkel, 2015) (El Emam & Hassan, 

2016). Therefore, it is essential to assess and obtain 

the right estimate of the disclosure risk for a given 

dataset in a given geographical region to achieve the 

balance and tradeoff between privacy and utility. 
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The disclosure risk has been shown to be 

geographically dependent (Shlomo, 2009). 

Therefore, assessing the disclosure risk for a given 

region becomes a significant milestone towards 

achieving anonymisation that will preserve data 

privacy and retain analytical data utility. Some 

regions, especially the Western countries, have had 

a lot of research in the area of anonymisation and 

disclosure risk (Antoniou et al., 2022; Farzanehfar 

et al., 2021; Rocher et al., 2019; Santu et al., 2018; 

Sweeney et al., 2017, 2018; Xia et al., 2021; Yoo et 

al., 2018), but the same cannot be said of Kenya in 

East Africa. While many Western countries have 

had data protection laws in place (Quach et al., 

2022), enabling them to release data in the public 

domain, Kenya enacted such a law in November 

2019 (Parliament, 2019). Data release, more so in 

the public domain, was still relatively new at the 

time of this study. There was no study literature 

found on the level of the disclosure risk. Therefore, 

this study sought to assess the risk of identity 

disclosure in the region using an empirical quasi-

experimental design. 

REVIEWED LITERATURE 

The need for data sharing for secondary analysis 

continues to be realised as the role of data analytics 

in the decision-making process becomes embraced. 

Sharing statistical microdata can enable numerous 

useful secondary analyses, which may be essential 

in supporting decision-making and policy 

formulation. But such data sharing must protect the 

privacy of the data subjects from whom data was 

collected. Most countries have a data protection 

legal framework requiring data to be anonymised 

before it is released to third parties or the general 

public. Examples of such legal frameworks include 

the European General Data Protection Regulation 

(GDPR), California Consumer Privacy Act (CCPA) 

and Canadian Consumer Privacy Protection Act 

(CPPA) (Antoniou et al., 2022; Quach et al., 2022; 

Rocher et al., 2019). Along the same line, Kenya 

enacted the data protection act in November 2019 

(Parliament, 2019). With the law now in place, its 

operationalisation is expected to create a conducive 

environment for data sharing. The focus of this 

research is on a category of recipients of such 

released datasets, who makes attempts, and intends 

to succeed in disclosing the data subjects. Such data 

recipients are referred to as adversaries or attackers 

(Kniola, 2017). 

Some regions have very comprehensive laws and 

regulations on privacy preservation regarding data 

release. Some examples are Europe, Canada, 

California, and the USA in general (Khaled El 

Emam, Lucy Mosquera, 2020; Rocher et al., n.d.). 

The laws and regulations have enabled such regions 

to release various datasets that data analysts can use 

for secondary analyses and data analytics. However, 

some other regions have very weak or even lack 

framework on data release. As a result, such regions 

may tend to hoard datasets to avoid privacy 

breaches (Mitchell, 2012). Therefore, data privacy 

should be viewed in a regional context because what 

is considered private or could lead to privacy 

breaches in one region may not be in another region 

(Chakravorty et al., 2013). Indeed, research findings 

have shown different regions having varying levels 

of disclosure risk based on the same attributes (Fida 

Kamal Dankar et al., 2012; El Emam et al., 2009; El 

Emam, Buckeridge, et al., 2011). 

Anonymisation and Privacy Concerns 

Despite the legal framework requiring 

anonymisation of data before release and data 

curators following the guidelines, privacy concerns 

remain (Yao et al., 2016). Therefore, data curators 

must address privacy concerns before releasing data 

to third parties or the public. Indeed, research has 

shown that privacy breach concerns make many 

individuals not participate in data collection 

exercises (Cavoukian & Reed, 2013; Ramachandran 

et al., 2012), which may deprive vital research data. 

Therefore, data curators need to ensure the released 

datasets are anonymous to mitigate these concerns. 

There are many anonymisation techniques that are 

used to protect privacy (Alfalayleh & Brankovic, 

2015; Nissim et al., 2017; Reddy & Prakash, 2014). 

One approach involves attribute suppression. 

Suppression entails the removal of a field or a 

column in a dataset. It applies to unique identifiers 

and any other field consider not safe to be retained 

in the dataset. Another anonymisation approach is 

character masking, where some characters are 

replaced with a wild character such as an asterisk 

(*). Pseudonymisation is yet another anonymisation 

approach, where some or all characters are replaced 
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with other values (Ribeiro & Nakamura, 2019). 

Then there is also generalisation, where data 

precision is reduced to achieve anonymisation. 

Swapping of values, where there is value 

rearrangement, is also used to anonymise. Finally, 

there is a perturbation approach, where some noise 

is introduced to the original data. All these 

techniques introduce different levels of alterations 

to the original data. They, therefore, affect the 

accuracy of the dataset by various degrees, hence 

reducing the data utility. The higher the privacy in a 

dataset, the lesser the utility and vice versa (Xia et 

al., 2021). That is why tradeoffs between the two 

must be made to balance the competing interests. 

Despite all these anonymisation techniques aimed at 

having released data not linked to any specific 

individual, the risk is still there. Indeed, there are 

many instances where datasets were released to the 

public and resulted in a re-identification (Benitez & 

Malin, 2010; El Emam et al., 2009; El Emam, 

Buckeridge, et al., 2011; Ramachandran et al., 2012; 

Rocher et al., 2019; Sweeney, 2000), yet the data 

was thought to be anonymous. Such disclosures beg 

the question, when is the anonymisation adequate 

enough to make the dataset anonymous? The 

answer to the question lies in the data curator’s 

understanding and being able to appropriately 

estimate the risk of disclosure posed to the dataset. 

Disclosure Risk 

The goal of the data curator is to release datasets in 

which there is no association of the released 

statistical data with the data subjects with high 

confidence. However, an adversary who receives 

the dataset seeks to learn more about the data subject 

as a result of interacting with the released dataset. 

The adversary achieves this by either 1) relying on 

background information they have combined with 

some of the data retained in the anonymous datasets 

released, or 2) linking externally available identified 

datasets with the released anonymous dataset, 

where the two have some common attributes. If an 

adversary gains information about a data subject 

that could not have been gained without interacting 

with the released datasets, then disclosure is said to 

have occurred. Therefore, disclosure risk is the 

probability of an adversary learning about an 

individual or group of individuals whose data is in 

the released anonymous dataset due to having 

accessed the datasets (Bambauer et al., 2014; El 

Emam & Alvarez, 2015; Lee & Clifton, 2012; 

Narayan, 2015). 

Two broad categories of statistical disclosure are 

likely to happen: attribute disclosure and identity 

disclosure (Andreou et al., 2017). In attribute 

disclosure, also called attribution, an adversary can 

learn about a given attribute for a given group of 

participants without knowing their identity. For 

example, suppose participants share some common 

values for a given attribute, and the adversary can 

tell a participant belongs to that group. In that case, 

the adversary can learn about a participant without 

singling out any one of them. On the other hand, 

identity disclosure also referred to as re-

identification, is where an adversary is able to map, 

with a high degree of confidence, a statistical data 

record to the individual to which it belongs 

(Andreou et al., 2017; Emam et al., 2020). It follows 

that every identity disclosure (re-identification) 

leads to an attribute disclosure, but the converse is 

not always the case. This study focused on identity 

disclosure (re-identification) since it poses more 

threat to the privacy of the data subjects. 

Identity Disclosure Risk and Anonymisation 

Three forms of identity disclosure risks are known 

to happen: prosecutor risk, marketer risk, and 

journalist risk (Xia et al., 2021). In prosecutor risk, 

the adversary has specific individual(s) they know 

are/are in the released datasets, and they target to re-

identify them. In a marketer risk, the adversary has 

a certain group or calibre of individuals of interest 

they seek to re-identify, whereas, in a journalist risk, 

the adversary has no specific targets. They are only 

interested in matching any records from the released 

anonymised dataset with identified datasets to 

disclose the data subject’s identity. In all these types 

of risk, the anonymised dataset plays a central role. 

The adversary seeks to use background knowledge 

or available identified datasets to uncover the 

identity of those in an anonymised dataset. The 

disclosure risk posed by the adversary to the 

datasets is therefore essential in determining the 

type and level of anonymisation to be used in 

anonymisation.  

Identity disclosure is usually caused by 

underestimating the threat posed by the adversary, 
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resulting in a not adequately anonymised dataset. 

On the other hand, overestimating the threat of 

disclosure will cause a high level of anonymisation, 

which is known to reduce the analytical utility of the 

released datasets (El Emam et al., 2009), (Xia et al., 

2021). An appropriate estimation of the disclosure 

risk needs to be established in order to determine the 

appropriate levels of anonymisation that will be 

suitable for a given data release, to balance data 

privacy and utility,  

Research Gap 

There is a lot of research conducted on estimating 

the threat of identity disclosure in environments 

where identified datasets used for linkage/matching 

with anonymised datasets are available in the public 

domains (El Emam, Buckeridge, et al., 2011); 

(Benitez & Malin, 2010; Fida K. Dankar & El 

Emam, 2010; Domingo-Ferrer & Torra, 2003, 2004; 

El Emam et al., 2009; Ramachandran et al., 2012; 

Rocher et al., 2019; Scaiano et al., 2016; Simon et 

al., 2019). However, we have not come across 

research on estimating the risk in environments 

where identified datasets are not available in the 

public domain. The literature further showed that 

the disclosure risk is geographically dependent (Xia 

et al., 2021), with different regions having varying 

risk levels. This means each geographical region 

needs to do its disclosure risk assessment. In many 

of the studies cited, researchers used a theoretical 

approach to assess the disclosure risk. The 

theoretical approach assumes a worst-case scenario, 

where the adversary is assumed to have adequate 

tools and resources to carry out the re-identification. 

Assuming a worst-case scenario has resulted in an 

overrated risk, leading to anonymisation that 

sacrifices data utility (Xia et al., 2021).  

Kenya is an example scenario where there aren’t 

many identified datasets in the public domain. We 

did not come across any research study from the 

region documenting the levels of disclosure risk and 

the attributes that enable or facilitate the risk. The 

fear of releasing data that will cause privacy 

breaches could be leading to data hoarding by data 

curators, hindering the realisation of the benefits of 

potential locked up in big data. The unquantified 

disclosure risk may result in failure to release data 

when there is no justifiable threat. Establishing the 

threat will help the data curators know the safe 

levels of anonymisation suitable for supporting data 

release for analytics (Xia et al., 2021). 

This study presents an empirical approach to 

assessing the identity disclosure risk and identifying 

the factors facilitating the disclosure risk. The 

research employed an empirical quasi-experiment 

approach. The study was conducted in Kenya, using 

an educational dataset from sampled Kenyan 

University Students. 

METHODOLOGY  

The research adopted a quasi-experimental design 

and empirically conducted a test to assess the 

disclosure risk using respondents. The research had 

only one group of respondents who attempted to 

cause identity disclosure using the released 

anonymised dataset. The disclosure risk metric used 

in this study was the proportion of successful 

identity disclosure that occurred, which measured 

the vulnerability of records in the anonymised 

dataset (Benitez & Malin, 2010). The data collected 

was then quantitatively analysed. 

Research Datasets 

The study used educational data, specifically 

targeting data regarding University students in 

Kenya. University students are a well-recognisable 

group of individuals that would make it possible for 

respondents in the study to narrow the scope of data 

they need to search for as they attempt to disclose. 

Another consideration was that, except for a few 

students in their first year of study, all University 

students in Kenya are eighteen (18) years and 

above. At the age of eighteen years and above, an 

individual can give consent or decline to take part in 

a research study like this one. Therefore, this study 

excluded students who were in their first year of 

study to avoid those that may be underage. That 

ensured all participants were adults, capable of 

giving consent to be involved in the research.  

Our efforts to get a secondary dataset from a data 

curator who regularly collected data about students 

were unsuccessful. We attributed the reluctance in 

data sharing to a legal framework that was not fully 

functional to guide data released to a third party at 

the time of the research in Kenya. Further, it was a 

statement of evidence on the lack of datasets in the 

public domain. We also realised there would have 
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been hurdles and ethical concerns working with 

secondary data in that the data subject may not have 

given consent for their data to be used for this kind 

of research. We needed data with full disclosure so 

that it would be possible to verify whether any 

disclosure claimed to have taken place was indeed 

an accurate identity disclosure. That was the reason 

the study resulted in collecting primary data to be 

used for disclosure testing. Collecting primary data 

allowed seeking consent for data usage from the 

data subject. 

Primary Identified Dataset 

We purposively sampled five Kenyan universities 

and collected students’ information. The five 

universities were sampled due to their proximity to 

each other, which was expected to provide 

background information to the would-be 

respondents. Three of the five were public 

universities, while two were private universities. 

Researchers collected data after being granted 

permission following writing requests to the five 

universities. Researchers did a physical visit to each 

of the universities. With the assistance of various 

Heads of Departments, researchers identified 

groups of students who had classes on the day of the 

visits. The researchers randomly walked into lecture 

halls before lectures started and met with students. 

The purpose and the methodology of the research 

were explained to the students. Researchers then 

requested those willing to take part in the study to 

give their contact details. Those who gave their 

contacts were sent an online form to fill in their 

personally identifiable information, demographics, 

and academic-related information. 

After researchers received the filled forms, they did 

data cleaning by removing duplications and those 

that had many missing values. The cleaned dataset 

became the identified dataset. The identified dataset 

had two hundred and sixty-six (266) records. The 

records were split into two datasets, each with one 

hundred and thirty-three (133) records and named 

Dataset 1 and Dataset 2.  

Anonymised Datasets 

The two datasets, Dataset 1 and Dataset 2 were 

anonymised using suppression and generalisation. 

Suppression was used in removing direct/explicit 

identifiers. Dataset 1 had a complete date of birth 

for each record, but in Dataset 2, we generalised the 

birth attribute by retaining only the year of birth. In 

Dataset 2, hobbies and home county attributes were 

suppressed by being dropped. The rest of the 

attributes in both datasets remained the same. Both 

datasets were given to respondents for the re-

identification test exercise.  

The attributes that were retained in the anonymised 

datasets were: Gender, Year/Date of Birth, Home 

County, Religion, University Enrolled in, 

University Campus enrolled in, Programme 

Enrolled, Faculty/School & Department, Course 

being Taken, Admission Year, current Year and 

Semester of study, Academic Progress Delay, Cause 

of Delay, Sponsorship, Applied Students’ Loan, 

Given Student Loan, Accommodation when in 

Session, and Hobbies. 

Sample Size 

The respondents’ sample size for the disclosure test 

was determined following Cohen’s (Cohen, 1992) 

guideline at an effect size of 0.5, a statistical power 

of 90%, and a confidence level of 95%. Following 

this guideline, the minimum sample size was forty-

four (44) respondents. However, the researchers 

surpassed that by having seventy-two (72) 

respondents for Dataset 1 and sixty-seven (67) for 

Dataset 2. Thus, the statistical values used gave this 

research findings excellent statistical significance. 

The respondents who took part in the identity 

disclosure quasi-experiment (referred to as the test) 

were randomly sampled. The sample comprised 

students from the five universities from which the 

identified dataset was collected. Some of the 

sampled students had their data in the anonymised 

dataset. The sample also had non-student members 

from the general public. 

Identity Disclosure Test 

First, the respondents were given an orientation 

regarding the research and their role. Then, the 

respondents were given the anonymised datasets 

(Dataset 1 & Dataset 2), and they were asked to try 

to disclose the identity of any record(s) from the 

datasets. During the disclosure test, respondents 

were left free to use their means of re-identification. 

Respondents were told to look for any external 
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datasets on their own that they may have 

needed/wanted to aid in the re-identification test. 

The respondents were required to complete an 

online questionnaire in which they stated the 

record(s) they thought they had disclosed and 

provided the name(s) or any other identity of the 

individual(s) they thought they had disclosed. For 

every record claimed to have been re-identified by 

the respondent, reference to the identified dataset 

was made to verify whether, indeed, re-

identification had occurred. The respondents’ 

feedback on the disclosure test was compiled and 

analysed. 

RESULTS 

This section presents the analyses of the feedback 

obtained from the respondents who took part in the 

identity disclosure exercise. We first examine the 

demographics of the sampled respondents and then 

dive into the identity disclosures that took place. We 

then report on linkage datasets availability and how 

that influences disclosure risk. Finally, we report on 

the disclosure enablers relied on by the respondent 

in causing re-identification. 

Respondents Demographics 

Seventy-two (72) respondents completed the re-

identification test using Dataset 1, students 

comprising 66.7% and 33.3% being general public 

(i.e. non-students). In terms of gender, 23.6% were 

female, while 76.4% were male respondents. The 

same respondents did the re-identification test using 

Dataset 2, but the number dropped to sixty-seven 

(67), comprising 64.2% of students and 35.8% 

general public. In terms of gender for Dataset 2, 

22.4% were female, while 77.6% were male. The 

reduced number of respondents for Dataset 2 was 

due to the removal of some respondents who had left 

many blanks in their feedback to Dataset 2. 

Following the G-Power formula on sample size, at 

forty-four (44) respondents, the research would 

have 0.90 statistical power, an indicator of the 

confidence level of the results. Our sample 

surpassed that number.  

Established Identity Disclosure Risk  

The respondents reported the individuals they 

thought they had succeeded in re-identifying. The 

claim was verified if it was true or false. The 

outcome was either a true re-identification or 

no/false re-identification. The results of the re-

identification test for Datasets 1 and 2 that took 

place are shown in Table 1.  

 

Table 1: Re-identification Success Rate 

Re-Identification Dataset 1 Dataset 2 

Percent Percent 

Type True 19.4 9.0 

False 80.6 91.0 

Table 1 shows how respondents scored during the 

attempt to re-identify records from the anonymised 

Dataset 1 and Dataset 2. Successive re-

identification was at 19.4% or 0.194 for Dataset 1, 

whereas Dataset 2 was 9% or 0.09. Further analysis 

to reveal the kind of re-identification that took place 

was done. The results are shown in Table 2. 

 

Table 2:  Re-identification Type Categorization 

Re-identification Dataset 1 Dataset 2 

Percent Percent 

Type None 80.6 91.0 

Self 6.9 4.5 

Others 9.7 4.5 

Self & Others 2.8  
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In Table 2, feedback on the re-identification type for 

each respondent who did the disclosure test was 

reported. It showed that 80.6% of the respondents 

did not re-identify any record from the anonymised 

Dataset 1. Those that only re-identified themselves 

from Dataset 1 were 6.9%. Those that were able to 

re-identify themselves and others were 2.8%. Thus, 

only 9.7% successfully re-identified others. The 

same test with Dataset 2 had 91% unable to re-

identify any record, 4.5% re-identified themselves, 

and only 4.5% re-identified other people in the 

dataset. 

Further analysis of the respondents’ universities and 

the disclosed entities’ universities was done. The 

analysis was to check if respondents could disclose 

records from universities other than those they were 

in or associated with. The results are shown in Table 

3. The rows reflect the university a respondent was 

associated with, while the columns represent 

whether disclosure happened or not, and if it 

happened, the university the disclosed record came 

from. 

 

Table 3: Respondents’ University Association vs Re-identified Entity University 

 Re-identified Entity University Total 

None Uni.1 Uni.2 Uni.3 Uni.4 Uni.5  

Respondent’s 

University 

None of the 5 2 0 0 0 0 0 2 

Uni.1 11 3 0 0 0 0 14 

Uni.2 5 0 0 0 0 0 5 

Uni.3 9 0 0 2 0 0 11 

Uni.4 3 0 0 0 1 0 4 

Uni.5 19 0 0 0 0 8 27 

More than One 9 0 0 0 0 0 9 

        Total 58 3 0 2 1 7 72 

 

Table 3 shows all the cases of re-identification that 

occurred involved respondents and entities from the 

same universities. For instance, respondents from 

University 1 (Uni.1) only re-identified entities 

(records) from University 1. The same thing for 

universities 3, 4, and 5. However, University 2 

(Uni.2) respondents could not re-identify any 

records, including those from their university.  

External Identified Datasets Linkage 

Analysis of disclosure success and linkage to 

identified datasets used was done. The analysis was 

to determine which identified datasets were 

accessible to the respondents and utilised for 

linkage purposes during the re-identification 

exercise. Table 4 shows the results. The columns 

show what the respondents cited as the external 

linkage datasets they used to assist them during the 

re-identification exercise, while the rows show 

whether the re-identification occurred or not. 

Table 4: Re-Identification Success vs Linkage Datasets 

 

From Table 4, only 14.3% of all the respondents 

who successfully re-identified records used real 

external identified datasets for linkage purposes. 

However, the external identified datasets used were 

not in the public domain. Thus, at 85.7%, most 

disclosure cases took place without respondents 

using any identified datasets for linkage purposes.  

 Linkage Datasets Total 

None Class List/ 

Attendance 

Google Examination 

Marksheet 

Student 

Records 

Re-Identification 

Results 

True 10 2 0 0 2 14 

False 52 0 1 1 4 58 

Total 62 2 1 1 6 72 

http://creativecommons.org/licenses/by/4.0/


East African Journal of Information Technology, Volume 5, Issue 1, 2022 
Article DOI: https://doi.org/10.37284/eajit.5.1.773 

70 | This work is licensed under a Creative Commons Attribution 4.0 International License. 

 

Identity Disclosure Enablers 

Respondents had been asked to state the enablers 

they used to aid the disclosure exercise. The results 

are shown in Table 5. 

 

Table 5: Re-Identification Enablers and Usage 

Enablers Gender DoB Religion County Familiarity 

Usage (%) Yes 12.5 19.4 4.2 12.5 34.7 

No 87.5 80.6 95.8 87.5 65.3 

Total 100.0 100.0 100.0 100.0 100.0 

 

Table 5 shows that the most used enabler (34.7%) 

was familiar with the provided datasets during the 

disclosure exercise. Familiarity in this context 

represented the background knowledge the 

respondent possessed. The date of birth (DoB) 

attribute was second, with 19.4% of respondents 

using it. Gender and County tied at 12.5%, and 

religion at only 4.2% of respondents using it during 

the disclosure exercise. 

DISCUSSION 

The study intended to empirically establish identity 

disclosure risk levels in a region where identified 

datasets are not readily available in the public 

domain for linkage purposes. As of the time of the 

study in Kenya, there was not much data released to 

the public that could support data analytics or 

secondary analysis. The findings established the 

disclosure risk levels as well as identified the 

enablers of re-identification in the region. The 

results are essential to data curators and 

policymakers concerning data privacy and data 

release/sharing. 

Anonymisation and Balancing Privacy & Utility 

There had been a general perception that institutions 

and agencies that collect and store data in Kenya 

could not share that data due to the risk of data 

subjects being re-identified. However, from the 

results of this study, a simple form of de-

identification and data generalisation proved to be 

adequate for anonymisation. Table 1 shows the 

overall disclosure risk was 19.4%, as reflected by 

the successful identity disclosure rate. The overall 

rate is inclusive of self-disclosure. Since self-

disclosure does not result in a privacy breach, it 

should be left out, lowering the disclosure risk to 

12.5% in Dataset 1.  

When the same respondents used Dataset 2, which 

had the year of birth instead of the complete date of 

birth, and two more attributes (County and Hobbies) 

removed, the overall disclosure risk dropped to 9%. 

In this case, only 4.5% of the disclosure risk 

amounted to privacy breaches since they were not 

self-disclosure. The actual disclosure risk was, 

therefore, 4.5%. The generalisation of the birth 

attribute from the date of birth to the year of birth 

and removal of County and hobbies attributes 

significantly changed the identity disclosure success 

rate. It dropped from 12.5% to 4.5%. 

From the baseline given in a study done (El Emam, 

Jonker, et al., 2011; Santu et al., 2018), the re-

identification success rate was found to be 0.262 (or 

26.2%) for all studies and 0.338 (or 33.8%) for 

health data. Further, the European Medicine Agency 

(EMA) and Health Canada have set an acceptable 

re-identification risk threshold at 0.09 (or 9%) 

(Branson et al., 2020). We, therefore, find the level 

of disclosure risk established for this study in 

Kenya, being 12.5% for Dataset 1 & 4.5% for 

Dataset 2, suggests the disclosure risk can be 

maintained within the acceptable re-identification 

threshold of 9%. Dataset 2 achieved the threshold 

quite well. Therefore, the disclosure risk that was in 

existence in the region posed no alarming danger to 

privacy breaches. Therefore, the findings should 

encourage the release of private datasets to support 

secondary analysis and data analytics, given the 

current environment in the region. 

From the results in Table 3, respondents could only 

disclose records from the same universities they 

were in or were associated with. By association, it 
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meant either working in that university or being an 

alumnus who had left the institution less than four 

years ago at the time of the research. Therefore, we 

concluded that if anonymised datasets are released 

to data users in environments with no identified 

datasets and data users’ don’t have background 

knowledge of the released datasets, the disclosure 

risk would be almost zero.   

Absence of Linkage Datasets Influencing Re-

identification 

Table 4 exemplifies the lack of identified datasets 

for the respondents at the time of the disclosure 

exercise. A majority (85.7%) of the respondents 

who disclosed identities of some records did not 

refer to any identified datasets. Those that used 

external datasets for linkage used private data 

records (i.e. Student records) that are not accessible 

by the general public. Some respondents mentioned 

the Class List and Examination Marksheet in Table 

4 as identified datasets they used to aid disclosure. 

But those documents do not contain students’ 

attributes that can cause disclosure. Class lists and 

Marksheets could only assist in confirming an 

individual’s name that one had been able to re-

identify. Student Records could undoubtedly be 

used for attribute matching leading to re-

identification, but this is a resource whose access 

and use are guarded by the Universities and is not 

accessible even to most workers in the University 

setting. Among the respondents sampled, some 

were employees of some of the Universities that 

manage students’ records. They used student 

records for linkage, and some were able to make 

successful re-identification. 

The fact that 85.7% of disclosure happened without 

reference to any identified datasets implied that the 

disclosure was the prosecutorial type. In a 

prosecutorial disclosure attack, the adversary has 

background information about specifically targeted 

individuals he/she knows their data is in the dataset 

(Assuncao et al., 2016; El Emam et al., 2009; 

Emam, 2013; Garfinkel, 2015). Thus, the adversary 

relies on the knowledge of his/her target to locate 

them in the anonymised dataset. In prosecutor 

disclosure attacks, background information is the 

primary disclosure enabler. Table 4 showed most 

respondents didn’t rely on identified datasets to 

cause disclosure. Further, Table 5 re-affirmed that 

background knowledge was the leading enabler. 

Familiarity with the released datasets was pointed 

out by many as their enabler during the disclosure 

exercise. That explains why respondents were only 

able to re-identify records from their universities. 

From the findings presented, as long as no identified 

datasets are being released to the public that may be 

used for linkage, releasing anonymised datasets 

doesn’t pose an unreasonable danger of privacy 

breach. With reasonable anonymisation, we have 

illustrated one can achieve acceptable levels of 

identity disclosure risk that balance privacy and 

utility. Indeed, the risk is almost zero if the data 

release targets specific data users known not to have 

background information on the released datasets. 

The fact that none of the respondents could identify 

any record from a university they were not in (Table 

3) shows that data releases targeting users without 

background familiarity are unlikely to cause a 

privacy breach. 

CONCLUSION 

It was evident there were no identified datasets to be 

used for linkage purposes during the disclosure 

exercise available in the public domain in Kenya, 

the region where the research was carried out. The 

findings have demonstrated that in the absence of 

identified datasets in the public domain, suppression 

and data generalisation of a dataset is sufficient in 

achieving anonymisation. Moreover, the 

anonymisation did not alter the original datasets 

very much. Hence the data utility of the dataset was 

not sacrificed. Therefore, the balance of privacy and 

utility was achieved. The results further established 

that the adversary’s familiarity with the released 

dataset was the leading enabler to identity 

disclosure in the absence of identification datasets. 

There is no danger of privacy breach in 

environments that don’t have identified datasets in 

the public domain, and it’s known that the data users 

don’t have background information (familiarity) on 

the anonymised dataset released. Therefore, 

releasing anonymised datasets in such regions 

doesn’t put individuals whose data is released at 

unreasonable risk.  
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